
Alberto Purpura
E-mail: alb.purpura@gmail.com | LinkedIn: albpurpura

EDUCATION
UNIVERSITYOF PADOVA
Ph.D. in Information Engineering
Thesis: DeepNeural Models for
Documents Retrieval and Ranking.
Topics: Studied deep learningmodels
in the context of Neural Information
Retrieval and Learning to Rank.

MEng in Computer Engineering
Final Grade: 110/110 cum laude,
Thesis (officially deemed as
distinguished by the thesis
committee): Weakly and
Semi-Supervised Approaches for
Aspect-Based Sentiment Analysis on
Online Reviews

BEng in Information Engineering
Thesis: Design and Implementation of
a Coding Interface for Textual Analysis
Software

SKILLS
PROGRAMMING
Production-Level:
Python • Swift (iOS) • React Native
Academic Knowledge:
Go • Java •Matlab • VBA
Basic Knowledge:
C•C# • R

FRAMEWORKS
Production-Level:
Tensorflow • Pytorch •Huggingface •
Docker • Kubernetes • PySpark •
PythonNLTK • Spacy • ElasticSearch
• SQLite • Postgres •MongoDB •
Huggingface transformers • IBM
Cloud Codengine
Academic Knowledge:
Stanford CoreNLP • Apache Lucene •
Terrier

OTHER
REVIEWER/PCMEMBER
Information Processing and
Management (Elsevier), Quality and
Quantity (Springer), Applied Soft
Computing (Elsevier), WWW2021,
ECIR 2020, ECAI 2020, CIKM2019,
EMNLP 2021, EMNLP 2022, EMNLP
2023, ACL 2023, CIKM2023.
MENTORSHIP
SwEng Industry Project 2023mentor
for IBM at Trinity College Dublin

EXPERIENCE
TEMPUSAI | Senior ML Scientist
Dec. 2023 - Present | New York, NY
I develop NLP solutions – including, but not limited to, Large LanguageModels (LLMs)
– for information extraction from clinical notes, curated datasets for fine-tuning of
multimodal LLMs relying on text andmolecular data and experimented with the
training predictive models for clinical decision support and precisionmedicine.

IBMRESEARCHEUROPE - DUBLIN RESEARCH LAB | Research Scientist
Apr. 2022 - Nov. 2023 | Dublin, Ireland
Member of the NLP Reasoning in Healthcare team. I developed novel solutions for
information extraction, management and retrieval from scientific literature e.g., tools
for entity disambiguation, relation extraction, fine-tuned (full-fine tuning with
deepspeed and accelerate or PEFTwith LoRA) LLMs for different text classification
and information extraction tasks and created pipelines for informationmanagement
and retrieval using Postgres and ElasticSearch. I presentedmany of these developed
solutions at different academic conferences.

HUAWEI IRELANDRESEARCHCENTER | Ph.D. Intern
Oct. 2021 - Apr. 2022 | Dublin, Ireland
I developed new solutions for search on relational databases in the context of AIOps
andmodels for the conversion of natural language questions to SQL.

APPLE INC. | Siri Web Search Intern
Mar. 2020 – Sep. 2020 | Cupertino, USA
I trained and developed new deep learningmodels for learning to rank (LETOR) and
designed other statistical approaches to trigger their retraining. I also proposed an
approach for feature selection tailored for neural LETORmodels and other strategies
to improve their efficiency. This workwas later presented at ECIR 2021.

SIGNALAI | Visiting Researcher
Sep. 2019 – Dec. 2019 | London, UK
I developed an Aspect-Based Sentiment Analysis model for the company’s reputation
monitoring system. Planned all the steps from the task definition to data collection,
annotation andmodel development. The final model decreased by 50% the number of
manual corrections of sentiment scores made by users of the platform.

SELECTED PUBLICATIONS
Complete list onGoogle Scholar.

• A. Purpura, J. Bettencourt-Silva, N. Mulligan, et al., 2023. AutomaticMapping of Terminology Items
with Transformers, AMIA 2023.

• A. Purpura, J. Bettencourt-Silva, F. Bonin, et al., 2023. Automated Feature Selection fromMedical
Literature, MEDINFO 2023.

• A. Purpura, J. Bettencourt-Silva, F. Bonin, 2022. Accelerating the discovery of semantic associations
frommedical literature: Mining relations between diseases and symptoms. EMNLP 2022.

• A. Purpura, G. Silvello, G.A. Susto, 2022. Learning to Rank from Relevance Judgments Distributions.
JASIST,Wiley.

• A. Purpura, G.Sartori, D. Giorgianni et al. Identifying Faked Responses in Questionnaires with
Self-Attention-Based Autoencoders, 2022, Informatics.

• A. Purpura, K. Buchner, G. Silvello, G.A. Susto, 2021. Neural Feature Selection for Learning to Rank.
Proc. of ECIR 2021.

OPEN SOURCECONTRIBUTIONS
• Contributed to the IBM zshot library for zero-shot entity linking and relation classification

• Contributed to the TheOpen-Source IR Replicability Challenge (OSSIRC) library to reproduce
experimental results from neural information retrieval models

1

mailto:alb.purpura@gmail.com
https://www.linkedin.com/in/albpurpura
https://arxiv.org/pdf/2102.11345.pdf
https://scholar.google.com/citations?user=PMUhFXYAAAAJ
https://ibm.github.io/zshot/
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